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ABSTRACT

Multimodal feedback is used to convey various and rich informa-
tion in virtual environments. It can also change users’ perceptions
of the haptic properties of objects through the pseudo-haptic il-
lusion. While visual feedback has been extensively examined to
induce haptic properties like weight in virtual reality, only a hand-
ful of studies have explored the use of audio feedback, and even
fewer in augmented reality. Our study aims to extend, in an aug-
mented reality context, previous research findings that used sound
to enhance the weight perception of virtual objects. Participants
were asked to grab two objects that produced sounds with differ-
ent audio delays and brightness and to determine which of the two
was heavier. The results on 38 participants showed that while the
delay did not affect weight perception, the brightness did have a
significant impact. This is in line with previous studies and could
be used to enhance the perception of hand interactions in AR.

1. INTRODUCTION

In virtual and augmented reality, users manipulate most of the time
virtual objects. They may want them to replicate the physical be-
haviors of their real-world counterparts to induce pseudo-natural
immersion. The difficulty of emulating those haptic properties can
vary but is usually complex and restrictive because it relies on spe-
cific devices that are often limited in use cases or require a con-
strained context.

Pseudo-haptic illusions are a well-studied field that consists in
conveying haptic properties using visual or audio feedback instead
of haptic devices. Ujitoko et al. [1] recently published a survey
of visual-based pseudo-haptic studies. They noticed an increase
in interest in the domain during the last two decades, for example
with the work of Lecuyer et al. [2] in 2008 on modifying the visual
behaviour of a cursor to simulate bumps and holes.

Although auditory pseudo-haptic has received some attention,
it has yet to be examined to the same extent as its visual coun-
terpart. Several haptic features have already been simulated with
sounds: stiffness [3], temperature [4], and weight [5]. We aim to
contribute to this field by focusing on the auditory stimulation of
the perception of weight in augmented reality, which could assist
the manipulation of virtual objects.

This work is licensed under Creative Commons Attribution –
Non Commercial 4.0 International License. The full terms of the License
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Our goals are as follows:

• Study if we can convey weight with the use of audio in aug-
mented reality

• Determine which auditory feature helps to better perceive
weight differences

In order to do this, we have first examined related work on au-
dio feedback and weight perception in virtual or augmented reality
to identify audio cues and parameters that could convey the sen-
sation of weight (Section 2). Then we have developed an applica-
tion based on Microsoft Hololens and specific auditory feedback
to sonify the manipulation of virtual objects (Section 2.3). This
setup has been evaluated in a user study wherein participants had
to choose which of two sonified objects felt heavier when handled
(Section 3). We present and analyse our results in Section 4 and
discuss them in Section 5 before stating the main conclusions and
the possible perspectives of our work.

2. RELATED WORK

2.1. Audio feedback in a virtual environment

The use of audio to convey information, also called auditory dis-
play, is a vast field of study that still has much to research. Roc-
chesso et al. [6] explained how a real object can convey infor-
mations about his properties with sound. An in-depth view of the
field is presented by Walker et al. [7], which gives four broad cat-
egories to describe the function of auditory display, applicable to
virtual environments.

The first one is alarms, alerts, and warnings. Alerts are widely
used in Virtual Reality and Augmented Reality to inform users that
they have interacted with the system. Ariza et al. [8] provide the
information that users have touched an object by playing a sound,
and those kinds of displays are used to inform users that they have
grabbed, or even released an object [9][10][11]. Lugrin et al. [12]
give audio feedback when users and their avatar perform an action
to see if it can help to give an illusion of virtual ownership. Kang
et al. [3] use auditory cues when the user manipulates a cylindric
picker to augment the feeling of roughness of the object. Alarms
and warnings are types of alerts that are constrained to specific
events that carry particular urgency. It is used in addition to vi-
sual feedback [4] to warn the users that their hands are burning.
Dix et al. [13] modify the alarm signal given by a wire and loop
game, where a sound is emitted when the loop touches the wire, by
adding a delay on the visual and audio feedback to see if it impacts
the user’s efficiency.
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The second category of auditory display is status, process, and
monitoring messages. Status feedback can be used to inform users
that they are getting close to an object or even that they are touch-
ing it [8], or more globally that they are in the right area and their
movement is correct [14]. Haptic properties can be considered as
status information, therefore those kinds of auditory displays can
be used to convey the stiffness of a cube [3], or the weight, either
by adding a sound coming from the cube [15] or by using physi-
ological audio feedback, like heartbeats [5]. Heartbeats as status
audio feedback are also used to increase heart rate and anxiety
level [16], and other physiological properties can be modified by
using different filters on footstep sounds [17]. Status sounds can
also be spatialized, giving users information about their surround-
ings and allowing better collaboration between two remote users
[18].

The third category of auditory display is data exploration,
which is specific to the transmission of data set with sound.

The last category is art, entertainment, sports, and exercise, as
the work from Glushkova et al. [14].

2.2. Modifying weight perception in a virtual environment

Virtual objects, in their simplest form, do not transmit haptic sen-
sations. Real haptic rendering requires a physical device, which
can be restrictive or tedious to use, especially in the context of
augmented reality, involving mobile or large-scale interactions.
Pseudo-haptic feedback is another mean to induce haptic prop-
erties using visual or audio feedback [1]. It is less constraining
because there is not any physical apparatus, but the effects on per-
ception are less reliable.

As mentioned in the introduction, there are numerous haptic
properties that can be simulated. An interesting property to em-
ulate in the context of AR manipulation is the weight. Much re-
search has been conducted using visuals to alter weight perception.
A common pseudo-haptic technique is manipulating the C/D ratio,
the difference between the user’s hand movement and representa-
tion in the virtual space. Rietzler et al. [19] and Samad et al. [20]
add an offset between the hand displayed in VR and the real one
to induce weight to a bowling ball and a small cube. Taima et al.
[21] do the same thing, but in video see-through AR, they use the
fact that the hand is displayed through a screen to modify its posi-
tion. Jauregui et al. [22] also use video see-through AR to induce
weight by modifying the reflected avatar of the user on the screen
while lifting a dumbbell. It is also possible to combine C/D ratio
modification to haptic feedback, like in [23], where a physical ball
is lifted by the participants while the display of this ball is changed,
or in [24] where the C/D ratio modification is deported from the
virtual object with a weight to a real-world effector manipulated by
the user. C/D ratio modification can also be mixed with other types
of feedback like visual vibration, change of color of the hand, and
audio feedback [5]. Herbst et al. [15] do not use C/D ratio modifi-
cations but mix haptic vibrations, object color, and audio feedback
to convey weight.

Another commonly used visual feedback is the modification
of the size of the object. Heineken et al. [25] display different-
sized cylinders in VR or AR without changing their weight to see
if visuals can impact the feeling of weight, and Kim et al. [26] do
the same thing but with purely virtual cubes in VR. Omosako et al.
[27] use the object’s size to change a briefcase’s perceived center
of gravity in VR with a physical double. Some exotic visuals con-
vey weight, like displaying a moving liquid inside the object [28]

or using a separate visual indicator to convey weight information
[29].

Audio can be another pseudo-haptic way to convey weight. By
modifying the footstep sound of users when they walk, they can
feel as if their weight is different [17]. Takashima et al. [30] use
sounds with different loudness and pitch when the participant is
wielding an object to modify the perceived weight, while Kaneko
et al. [31] try to modify the pitch, the delay, and the volume of a
sound played when the user clicks on a button to add a sensation
of weight to it.

Another way to give weight to a virtual object is to play on
the detection of the grab by the user, like changing the force or
the finger distance needed to grab the object to give the user the
impression that the object is heavier by forcing it to exert more
effort [32].

2.3. Auditory parameters for weight simulation

Several parameters or processing options are available for modify-
ing an audio signal. In previous works to induce weight with audio
feedback, the parameters used were filters on audio frequency [17],
loudness and pitch [30], or the addition of delay [31]. In the results
of those studies, it seemed that loudness is not a suitable parameter
to induce weight, as it already has some relation to other properties
of the object, like its distance to the user. The results also showed
no significant link between a change in loudness and a change in
weight perception.

After considering the promising results showcased by both
[30] and [31] regarding the significant impact on perceived weight,
we opted to incorporate the pitch as a variable parameter in our
study. Additionally, [31] highlighted the efficacy of utilizing de-
lay to induce weight, leading us to include it as a second parame-
ter. While filters also appeared interesting, we ultimately refrained
from using them as an experimental variable to focus on two pa-
rameters in the experimental study: pitch and delay.

To choose the values of those parameters, we did a preliminary
experiment based on the previous studies. For the pitch, Kaneko
et al. [31] use a base sound with a frequency of 300 Hz, a lower
pitched frequency of 200 Hz (which is around -33%), and a higher
pitch frequency of 400 Hz (which is around +33%). Our base
sound being a generated noise with a base spectral centroid of 500
Hz, it was rather a modification of brightness than a modification
of pitch. We tried different variations on the spectral centroid to
see which one an average human ear can detect. While a variation
as small as +-5% can be detected, we choose +-15% to ensure that
users can hear the difference while still being small enough not to
change the nature of the sound. Thus our low-brightness spectral
centroid is 425 Hz and our high-brightness spectral centroid is 575
Hz.

For the delay, Kaneko et al. [31] use 5 values: 0, 100, 200,
300, and 500 ms, even if some of those values decrease the sense
of agency between the user’s action and its effect on the environ-
ment. Toida et al. [33] studied 5 different delay intervals: 19 to
253 ms, 119 to 353 ms, 186 to 419 ms, 19 to 119 ms, and 286 to
519 ms. They found out that the average Delay Detection Thresh-
old (DDT) among participants, which is the delay after which 50%
of the population think there is a discrepancy between their actions
and the sound produced, was respectively for the first 4 intervals
136.3±31.6, 208.9±31.5, 309.1±45.6, 89.1±13.4. They also com-
puted the average Just Noticeable Difference (JND), which is half
the difference between the lower (25%) and upper (75%) bounds
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Figure 1: A participant uses our experimental setup. The right
cube has been lifted and maintained up. It need to be released on
the table before doing the same with the left one.

of the threshold. They found values of 18.7±11.8, 28.7±14.4,
30.8±7.8 and 18.2±4.5 for the first 4 intervals, respectively. From
those values, we decided to vary the delay by intervals of 50 ms
to have variations over the higher JND plus the uncertainty, which
would be 28.7+14.4=43.1 ms. Starting from no delay, we ended
with delays varying from 50 ms to 250 ms, giving us our 5 differ-
ent delay values. Our pre-tests showed that when a delay of 250 ms
is almost always detected, a delay of 50 ms is very hard to detect.
However, we kept those values to see if the delay can influence
the weight perception even if the participant does not consciously
detect it.

3. EXPERIMENTAL EVALUATION

3.1. Design

Our experimental study aimed to evaluate the effect of audio
brightness and delay on weight perception in a grasping task in
augmented reality by asking participants to lift different objects
while hearing a sound varying with their movement, as in [30], but
with an emphasis on manipulation (Fig. 1). We used a between-
subjects design, where participants performed 68 attempts for 6
different delays and 3 different spectral centroid. The experiment
was divided into 4 series, going over all combinations in a random-
ized order while assuring that all combinations will be presented
the same way equally.

3.2. Participants

38 people (5 female, 33 male) aged between 22 and 47 participated
in the study—33 of them were right-handed, 4 were left-handed,
and 1 was ambidextrous. One of our participants did not speak
French, but we adapted all our questionnaires to be available in
English. All of our participants filled in an informed consent form.
Each participation lasted around 30 minutes.

3.3. Setup

The AR headset was a Microsoft HoloLens 2. A computer with
an Intel i7-9750H processor and an Nvidia GeForce 2080 graph-
ics card was connected to the headset to be able to reset a task if
needed and to provide the questionnaires at the end of the experi-
ment. The AR application was developed using the Unity engine.

Hand tracking relied on the headset’s sensors, and QR codes en-
sured all participants had the exact same virtual object placement.
The audio feedback was provided with the built-in speakers of the
HoloLens 2.

3.4. Stimuli

The sound emitted while moving the object was generated using
free and open-source software [34], specifically a pre-configured
SFX called SF Wind. It is a white noise with a spectral centroid
value of around 500 Hz, modified by a band-pass filter that re-
mains constant throughout the experiment, to make it sound like
wind noise. In the base sound, there was also a sinusoidal varia-
tion of the volume, as well as a reverb and a distortion effect, that
we removed. In our experiment, we vary the volume linearly de-
pending on the object’s speed in m/s, reaching its max value at a
speed of 1 m/s and 0 when the object is not moving. The partici-
pant sets the built-in speaker volume value during the training task
to be easy to hear but not too loud. The audio feedback is continu-
ous while the user is moving the object. The sound has been tuned
to make the user feel as the weight of the object was generating
some opposition from the wind.

The first audio feature that we decided to vary is the bright-
ness. We used 3 different spectral centroid, one being the base
spectral centroid of our audio (sc_base) and the others being
the base spectral centroid minus 15% (sc_low) and plus 15%
(sc_high), as explained in Section 2. The brightness is set at the
beginning of each trial, and while the volume will vary throughout
the trial, the brightness will not.

The second audio feature that we varied is the delay between
the variation of the speed of the object and the variation of the
volume of the sound. We used 5 different delays, from 50 ms with
a 50 ms step according to section 2, in addition to the baseline
without any delay. As for the brightness, we set the delay at the
beginning of each trial and do not change it until the beginning of
the next.

Combining the 3 different brightness with the 6 different de-
lays leads us to 3 x 6 = 18 different combinations, including the
baseline combination with an unchanged brightness and no delay.

3.5. Procedure

3.5.1. Setup

In order to place the holograms in the same place for all partici-
pants, the application is automatically calibrated by scanning two
QR codes placed on the table using the headset’s cameras.

3.5.2. Grasping task

The task consists of grasping an object located approximately 50
cm away on one side of the user, lifting it over an indicator located
35 cm over the table for a duration of 400 ms, of depositing it back
on the table, and then doing it again on a second object placed 30
cm to the other side. After that, the user has to say which cube is
heavier by pressing a virtual button. Then, two other cubes appear,
and the subsequent trial begins. The participant is asked to use the
same hand throughout the experiment and to limit to one up-and-
down movement to be sure that every participant have the same test
conditions. The training trial contains two identical cubes with the
baseline combination. It can be done a second time on demand, for
example to adjust the speaker volume. After that, the participant is
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asked to perform the task 68 times, divided into 4 series of 17 trials,
each comparing one of the 17 combinations with the baseline one.
The order of each trial within each series and the location of the
baseline object between left and right are randomized, while still
assuring that each case is proposed an equal number of time.

3.5.3. Questionnaires

At the end of all the trials, the participants fill in two question-
naires. The experiment questionnaire is intended to: know if the
participants noticed the auditory variations between the two ob-
jects, detect their ability to hear the difference between three au-
dio recordings with the 3 brightness, and know which variations
they preferred between brightness and delay. The demographic
questionnaire contains some additional questions about the mu-
sical habits of the participants. Finally, we have collected their
comments.

3.6. Measures

Several spatial and temporal quantitative data were measured:

• The elapsed time between each step of the task (appearance
of the objects, grabbing of each object, reaching the height
indicator, putting the object back on the table, and pressing
the answer button)

• The objects’ positions during the manipulation.

Qualitative data are the users’ 68 choices and the responses to
the questionnaires.

3.7. Hypotheses

Based on earlier studies, we formed the following hypotheses:

• H1: changing the brightness of the audio should influence the
perceived weight of the grabbed object.

• H2: higher brightness of the audio should reduce the per-
ceived weight of the grabbed object.

• H3: lower brightness of the audio should increase the per-
ceived weight of the grabbed object.

• H4: adding a delay to the change in audio volume should
influence the perceived weight of the grabbed object.

• H5: higher delay should increase the perceived weight of the
grabbed object

• H6: the audio delay should sound as instinctive as the pitch to
represent the weight of the grabbed object.

Kaneko et al. [31] showed that the pitch of the sound can
impact weight perception. Takashima et al. [30] showed simi-
lar results, in particular, an increase in the perception of weight
when the pitch decreases. Based on those works, we expect a de-
crease/increase of the perceived weight with an increase/decrease
of the spectral centroid (H1 and H2/H3).

Kaneko et al. [31] also showed that adding a delay to the sound
produced by the participants clicking on a button can increase the
heaviness sensation, so we hypothesize that delay should make the
object feel heavier (H4 and H5).

Finally, varying two auditory parameters at the same time al-
lows us to emit the comparative hypotheses that both parameters
should feel equally instinctive to the user (H6).

Table 1: Mean choice values of the 4 series for each user and
combination. A value close to 1 mean that users tend to perceive
the modified combination to be heavier than the baseline.

d1 d2 d3 d4 d5 d6 All delay
mean

sc_base NA 0.52 0.45 0.46 0.5 0.43 0.47
sc_low 0.80 0.80 0.77 0.74 0.74 0.76 0.77
sc_high 0.22 0.22 0.18 0.17 0.18 0.22 0.19

All brightness
mean 0.51 0.51 0.46 0.46 0.47 0.47 0.48
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Figure 2: The mean choice of all users for each combination.

4. RESULTS

4.1. Weight perception

To study the weight perception for the different combinations, we
assigned a value of 0 if the participant chose the baseline combi-
nation and 1 if the modified combination was chosen. We then
computed the mean of the 4 series for each user and combination,
worth 0, 0.25, 0.5, 0.75, or 1. To visualize a possible link between
our two variables, we computed the average for all users for each
combination before further analysis (Table 1 and Figure 2).

We proceeded to a two-way repeated measures ANOVA on the
data per user to study simultaneously the effect of the delay and the
brightness on the user’s weight perception. In order to do that, we
had a data collection containing the mean between our 4 series
for each participant and each combination. We did not compare
our baseline (base brightness and no delay) with itself because the
participants did not have the option to say that both objects have
the same weight. Therefore, we can not compare our combinations
with no delay, so we removed all combinations with no delay from
our tests to be able to perform our ANOVA (Figure 3).

The ANOVA gave both the interaction effect and the two vari-
ables effects. When the brightness has significant effect (F(2,540)
= 279.99 p <0.0001, n2g = 0.509), the delay does not (F(4,540) = 1,
p = 0.41, n2g = 0.007) and there is no interaction effect (F(8,540)
= 0.42, p = 0.91, n2g = 0.006).

On the effect of brightness, we performed a pairwise t-test on
our data, and we found significant effects between all different
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Figure 4: Box plot of the choices for each brightness between all
users.

brightness combinations (p < 0.0001). We found that the choice
rate of the sc_high group was significantly lower than the rate of
the other two groups and that the choice rate of the sc_low group
was significantly higher than that of the other two groups (Figure
4). In the experiment, it means that participants tend to find the ob-
ject with the modified combination to be lighter than the baseline
more often in all the combinations with the higher brightness, and
the opposite with the combinations with the smaller brightness.

As for the delay and the interaction effect, there were no sig-
nificant results. The results for each different delays combinations
were about the same, with no significant differences between the 3
different brightness.

4.2. Temporal data

We used the temporal data to see if there was a training effect dur-
ing the experiment. We computed the time between the apparition
of the objects and the moment when the user leaves the second ob-
ject on the table. After combining all the data and grouping them
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Figure 5: Box plot of the mean task completion time for each trial
series.
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Figure 6: Box plot of the mean manipulation speed for each trial
series.

by trial series number, we verified the assumptions needed to pro-
ceed with an ANOVA to study the effect of the trial number on the
experimentation time. There were not any extreme outliers, but the
normality assumption was not met. We decided to proceed with a
Kruskal-Wallis Test instead, and we observed a large size effect
between the first trial, with a mean of 15.6 seconds, and trials 2,
3, and 4, with means of respectively 12.3, 11.4, and 10.2 seconds
(Figure 5). We can see a training effect, with the mean time to
perform the task decreasing as the tests progress.

4.3. Spatial Data

We used the position data to confirm the training effect observed
with the temporal data. We computed the mean speed of the two
grabbed objects for each trial, combined all the data, and grouped
them by series number. There were no extreme outliers, and the
normality and variance homogeneity assumptions were met, so we
proceeded with an ANOVA to study the effect of the trial number
on the mean speed during manipulation. The results were signif-
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Figure 7: Pie plot of the most significant parameter to differentiate
weight according to the participants.

icant (F(3.64) = 309.87, p < 0.0001, n2g = 0.94), and we can see
that the mean speed of the objects is increasing as we go along the
experiment, with a significant difference between each trial series
(Figure 6).

4.4. Questionnaires

When asked to evaluate the ease of weight detection on a scale
from 1 to 5, the average score was 2.76, slightly under the ex-
pected mean which is 3. We then asked if they detected variations
in the sound between the objects, and none of the participants iden-
tified the variation of delay. 34 of the 38 participants identified the
brightness variation, and the other 4 perceived unexpected vari-
ations such as the object’s content and the strength of the wind
blowing on the object. After being informed of the two parameters
that varied during the experiment, participants were asked which
one they found the most significant to differentiate between the
weight of the two cubes and which one they found the most nat-
ural to represent the weight. To the former question, 73% of the
participants found that the brightness was more significant than the
delay, 21% found that the two were identically significant, 3% that
the delay was more significant than the brightness, and 3% that
none were significant (Figure 7). To the second question, 61% of
the participants found the brightness to be more instinctive than
the delay, 26% found that both were equally instinctive, 8% found
the delay to be more instinctive than the brightness, and 5% found
that none were instinctive to perceive weight. No candidates found
the two variations uninstinctive and insignificant in a weight per-
ception task.

5. DISCUSSION

Based on the weight perception results, it is clear that altering the
brightness of the emitted sound during object movement directly
impacts the participant’s perceived weight. Lowering the bright-
ness leads to a heavier sensation, with over three-quarters of par-
ticipants reporting that the object felt heavier than the baseline.
Conversely, raising the brightness results in a lighter sensation,
with over three-quarters of participants reporting that the object
felt lighter than the baseline. Those results validate H1 and, more

specifically, H2 and H3, following the results of [30] and [31],
who found that a lower (resp. higher) pitch increases (resp. de-
crease) the perceived heaviness of real objects.

Considering our findings, it would be beneficial to modify the
brightness of a sound in order to alter how the weight of the object
is perceived. While we used a complex sound and not a sinusoidal
pure-tone, and even if the manipulated object do not usually pro-
duce sound, we suggest to use sound with different brightness to
induce weight on an object.

There was no significant difference between the 6 combina-
tions for the delay, as participants does not tend to answer differ-
ently between the different delay combination inside each one of
the 3 pitch conditions. Therefore, we cannot validate H4 and
H5, which does not support the results from [31] showing that the
addition of an offset to the sound can increase the sensation of
heaviness to a real button.

One possible explanation is that our value intervals were too
small to produce an effect. We wanted the delay to be short enough
to ensure the users did not feel the sound was dissociated from their
actions but long enough to impact them. A longer delay may have
produced better results in terms of weight perception without giv-
ing a feeling of disconnection. The comments on the experiment
show that the delay gave some participants the feeling that the vi-
sual representation is moving differently. With better parameters,
audio delay could be as effective as the pitch and more natural
for some users because it is much more subtle. Another limit of
these results could also be the slow attack, which is not present in
previous work, making the delay hard to detect.

Concerning the experiment questionnaire, the average score
of the ease of detection means that it was hard to differentiate the
two objects. This result is likely because the delay was not well
identified, so it was challenging to choose when two objects with
the same brightness were presented. We can observe that even if
no participant noticed that there was sometimes a delay between
their movements and the variation of the sound, 9 of them found
the delay to be at least as significant as the brightness to compare
the weight of the objects, and even more participants (13 of them)
found the delay to be at least as instinctive as the brightness to feel
the weight of the objects. However, we do not have equity between
the brightness and the delay in terms of how instinctive the weight
perception is; consequently, it is impossible to validate H6.

When we analyse the temporal data, we can see that the more
the participants progress in the experiment, the less time it takes
them to complete the manipulation of the object, with a particu-
larly significant gap between the first and the second trial. Those
results are confirmed with the mean speed data, where the mean
speed of the grabbed objects increases as we progress in the ex-
periment, the differences between the 4 series being all signifi-
cant. Those changes can be due to a training effect, the partici-
pants being more accustomed to the task and more efficient. Be-
cause weight perception results did not change between the differ-
ent series, this augmentation in speed did not decrease the user’s
performance, meaning that the participant can adapt quickly and
correctly to the task and the audio feedback.

We did some statistical analysis on other data, like the maxi-
mum height reached by the object during each task, and we tried to
split our population according to different criteria, like the music-
listening habits of the participants. None of those analysis gave
significant results.

After analysing the results of the questionnaire in relation to
the temporal data, we can observe that even if users found that it
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was not easy to evaluate the weight of the objects, they tended to
be more efficient as the experiment went on. It could mean that as
they go along the experiment, they will start to answer more ran-
domly and quickly, but we would not have significant results on the
brightness if that were the case. It could also mean that participants
tend to acknowledge the fact that a lower brightness means that
the object is heavier and will instinctively answer quickly when
the brightness is different between the two objects, basing their re-
flection on audio rather than weight, but even if it is the case, we
did not indicate what was expected about the brightness parame-
ter in the experiment, so it means that it is a conclusion that feels
instinctive for the participant.

In the free comment section of the experiment questionnaire,
some participants mentioned that they felt that the audio was not
the only thing to vary between the two objects, with "the impres-
sion from time to time that the cubes were not moving in the same
way" or a participant being "surprised that only two parameters
change," and having "the impression of having more variation be-
tween the different cubes," than only the delay and the brightness.
One participant said it was pleasing that "you can shake the cube
and feel like something is moving inside." A few participants com-
mented that they felt they had improved during the experiment,
that their "perception of weight improved as the tests progressed,"
or that they "felt the differences better in the middle of the exper-
iment." Finally, a participant told us that when the time came to
choose between the two objects, "he could not remember the vi-
sual difference at all, but he did remember the auditory difference."
Even if there was no visual difference in our experiment, the audio
modality seemed easier to memorize than the visual one for this
participant.

In brief, the two main results of the study are the following :

• modifying the brightness of the sound of an object can influ-
ence the perception of its weight

• Users tend to get used to the audio feedback and to be more
efficient without performance loss

Our experiment showed that participants’ efficiency increased
over time as they became more familiar with audio feedback with-
out affecting their performance. This observation suggests that
conveying weight through audio feedback feels instinctive and is
easily understood by users.

The limitations and possible extensions of the study include
modifying the band-pass filter, as in [17], using another basic
sound, or modifying the listening environment by using head-
phones or adding background noise, as suggested in [31], to
change the way the user perceives things.

6. CONCLUSION

In this paper, we investigated whether we could induce weight dur-
ing the manipulation of virtual objects in AR using different sound
parameters, according to existing results on the use of sound to
provide pseudo-haptic properties in a multimodal virtual environ-
ment. Our base sound is a wind sound whose volume varies ac-
cording to the speed of the object, simulating the fact that the ob-
ject creates a sound as it moves through the air. The brightness
and delay of this sound with the movement of the object are then
modified to study whether this can have an impact on its perceived
weight.

Our experiment involved 38 participants, mostly used to vir-
tual and augmented reality technology. The results showed that the

brightness impacts the feeling of weight, whereas the delay has no
effect. People also tend to be more efficient over time while still
being consistent in their weight perception. Given those results, a
guideline for AR designers would be to add a neutral sound when
manipulating virtual objects and then set various spectral centroid
to induce weight differences. Users will likely adapt to the audio
feedback even if those objects are not supposed to produce sound.

Even if our results on the impact of delay on the perception
of weight were insignificant, greater delays could produce more
relevant results. It would also be interesting to study other audio
characteristics, such as the type of sound used or the use of fil-
ters, and to work on other haptic properties, such as roughness or
texture.
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