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ABSTRACT

This research investigated audio-visual analytics of geoscien-
tific data in virtual reality (VR)-enhanced implementation, where
users interacted with the dataset with a VR controller and a haptic
device. Each interface allowed users to explore rock minerals in
unimodal and multimodal virtual environments (VE). In the uni-
modal version, color variations demonstrated differences in min-
erals. As users navigated the data using different interfaces, visual-
ization options could be switched between the original geograph-
ical topology and its color-coded version, signifying underlying
minerals. During the multimodal navigation of the dataset, in ad-
dition to the visual feedback, an auditory display was performed
by playing a musical tone in different timbres. For example, ten
underlying minerals in the sample were explored. Among them,
anorthite was represented by nylon guitar, the grand piano was
used for albite, and so on. Initial findings showed that users pre-
ferred the audio-visual exploration of geoscientific data over the
visual-only version. Virtual touch enhanced the user experience
while interacting with the data.

1. INTRODUCTION

In terms of presence and user preference, multisensory systems
have been proven superior to traditional virtual systems based on
visual feedback [1]. Virtual reality (VR) is widely used in sim-
ulations and visualization applications to make the overall user
experience more immersive and engaging [2]. Research findings
demonstrated that VR provided a more intuitive visualization ex-
perience within a synthetic space to help users understand the com-
plexity of the data dynamics, including both geographical and ur-
ban environmental data [3, 4, 5]. In addition to a wider field of
view to match the real-life experience, VR provided sophisticated
sound spatialization with binaural audio, creating a 3D sound ef-
fect [2]. Most saliently, Hunt et al. [6] emphasized interaction
with sonification to promote user engagement with the virtual en-
vironment (VE) and achieve a fluent interaction style. In addition,
Correia et al. [7] found a congruent audio-visual display resulted
in better performance and higher engagement than arbitrary asso-
ciations between sound and image. Transforming data into sounds
for auditory display provided new perspectives for analyzing and
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interpreting scientific data, such as ways to map protein molecules
to music [8]. Multimodality allows users to integrate information
at an enhanced rate because of the associative connections multiple
stimuli provide the brain. Geological terrains are characterized by
undulated topologies, with wide variations in rocks and minerals,
all of which, with audio-visual representations and VR enhance-
ment, would allow users to absorb more in-depth information from
the model.

Most VR applications emphasize the expansiveness of the vir-
tual world and the scope for interactivity, whereas this research
focuses more on multimodality, which has yet to be explored to its
fullest in VR-enhanced visualization. This research investigated
multimodal analytics of geoscientific data in a VR-enhanced im-
plementation, where VR controllers and a haptic device were used
to interact with the dataset. Each interface allowed users to explore
underlying minerals in unimodal (visual) and multimodal (audio-
visual) VEs. In addition, the haptic device interface allowed users
to touch and feel the data. In the unimodal version, in addition
to the original geographical texture, a color-coded version demon-
strated ten underlying minerals in different colors to understand
their concentrations across the data visually. As users navigated
the data using different interfaces, visualization options could be
switched between the original geographical topology and its color-
coded version. In the audio-visual mode, an auditory display was
performed in addition to the visual feedback. A musical tone was
played by ten different instruments for the auditory display of ten
minerals. Initial findings showed that users preferred the audiovi-
sual exploration of geoscientific data with the haptic device com-
pared to other options. The timbral display provided distinct audio
feedback for minerals. The experience of virtual touch with the
haptic device interface enhanced user experience as they interacted
with the data.

2. BACKGROUND

Multimodality can improve task-specific human performance in
various contexts [9, 10]. Sighted users’ visualization experiences
were enhanced with sonification [11]. Scientific visualization,
where data variations are highly irregular to differentiate visu-
ally, sonification improved user perception [12]. Research findings
demonstrated that visual learning materials augmented with audio
feedback enriched learners’ experiences [13]. Sonification facil-
itated visual perception and helped users overcome challenges in
visual representations [11]. The human brain is naturally wired
to combine different modalities into a unique perception while in-
teracting with the real world [14]. The ability to touch, feel, and
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grab provides better controllability over virtual objects, increas-
ing the sense of presence and awareness. Hence, cross-modality
influenced the overall user perception [15, 16, 17]. According to
Rosli and Cabrera [18], the sheer amount of data for visual dis-
play could be challenging for visual perception. Combining visual
and auditory displays could be more effective than unimodal visual
demonstrations.

In VR, multimodality facilitates feelings of immersion and
presence [19]. VR integration adds richness to the VE. The vir-
tual world becomes more expressive through sight and sound. In
an immersive VE, additional senses enhance the viewing experi-
ence [15, 16, 17]. VR has been sporadically used in interactive
data visualization [20, 21]. Scientific visualizations, such as com-
putational fluid dynamics simulation or geological topology ex-
ploration, improved user experience in VR[22, 23]. Heatmaps
are widely used for geographical data visualization [24], however,
audio-visual cartography with an immersive VE enriched user ex-
perience [25].

As Ben Shneiderman said, data is not just about presenting in-
formation; it is more about exploration through interactions [26].
Visual analytics allows users to analyze datasets using visual rep-
resentations and identify patterns [27]. However, the “ Data Jazz”
could be boring if overloaded with information [28]. So, finding
different ways to interact with the data has become imperative.
As discussed, audio-visual analytics would engage users with the
datasets better during the exploration journey. VR provides the
scope for immersive analytics, allowing users to freely interact
with the datasets, which is impossible in a desktop-based repre-
sentation.

This research uses visual and audio-visual modes to explore
geoscientific data in an immersive VE. Users interacted with the
data in each mode with VR controllers and a haptic device. In the
unimodal version, color variations demonstrated the presence of
different minerals. A look-up table was used to map mineral types
to timbres for the auditory display. Initial findings showed that
users preferred multimodal exploration of terrain models. Virtual
touch enriched user experiences. The timbral display scaled well
with minerals to provide distinct audio feedback to users as they
navigated the dataset using two different interfaces.

3. THE PROPOSED APPROACH

The proposed approach investigated variations in mineral rocks in
terrain in visual and audio-visual modes in a VR-enhanced VE. It
comprises the following components: visual representation, audi-
tory display, and user interactions with different interfaces.

3.1. Visual Representation

Since the late 1980s and early 1990s, volcanic lava from Mt
St Helens, Washington, United States, had been extensively
studied, and various minerals were identified (https://www.
rockcollector.co.uk/editorial1004.htm). A 3D
model of Mt St Helens was chosen as the dataset. Figure 1a
shows the top view of Mt. St. Helens in its original texture. For
the preliminary study, the model was colored differently to visu-
ally demonstrate the presence of different minerals in rocks, as
shown in Figure 1b. Ten different minerals were represented in
ten different colors. These are albite, quartz, anorthite, orthoclase,
magnetite, enstatite, ferrosilite, ilmenite, diopside, and hedenber-
gite, which were colored red, blue, magenta, cyan, yellow, green,

grey, olive, black, and pink, respectively (Figure 1c). Concen-
trations of minerals determined the terrain color. For example, if
the concentration of quartz was higher than other minerals in a
particular area, that part was colored blue. Hence, there are two
visualization options: the model with the original texture and its
color-coded version representing underlying minerals.

Figure 1: (a) Top view of the terrain in its original texture, (b) the
terrain model is color-coded demonstrating underlying rock min-
erals, and (c) different minerals present in the terrain.

3.2. Auditory Display

Sonification is the use of non-speech audio that translates data into
sound. Research findings demonstrated that sonification-based
data representations could engage people emotionally and had the
advantage of a deeper and richer understanding of data variations
[29]. Users with higher musicality exhibited higher accuracy in in-
terpreting sonified data tables [11]. In addition, popular music can
help novice users understand subtle tonal differences produced by
variations in auditory parameters. The auditory display was per-
formed via sonification. Among auditory parameters, the pitch was
reported as the most intuitive [30]. The pitch, a comparative high-
low measure of sound changing logarithmically with frequency,
can be varied within a narrow range to produce distinct output.

Stephen Barrass [31] demonstrated that timbre can be used as
a complete (circular) dimension. Timbre allows us to distinguish
the unique sound qualities of different musical instruments [32].
Ten musical instruments played a particular tone for the auditory
display of ten minerals. These are grand piano, harpsichord, nylon
guitar, sitar, viola, cello, baritone saxophone, bassoon, accordion,
and shakuhachi. Thus, each mineral has its visual and audio-based
representations. Table 1 shows colors and musical instruments
used to demonstrate the visual and audio-based representations of
different minerals in Mt. St. Helens.

Three different types of musical instruments represented dif-
ferent colors. These are stringed instruments, reed instruments,
and flutes. Stringed instruments produce sound by stretching
strings, while reed instruments have metal reeds, which produce
sound when air is blown through them. String instruments, i.e.,
grand piano, harpsichord, nylon guitar, sitar, viola, and cello, were
used for the timbre-based auditory display, produce bright and
sharp sounds and were matched with bright colors, i.e., red, blue,
and magenta, cyan, yellow, and green, respectively. The corre-
sponding minerals were albite, quartz, anorthite, orthoclase, mag-
netite, and enstatite. Reed instruments, such as baritone saxo-
phone, bassoon, and accordion, generate loud and heavy sounds
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Table 1: Visual and auditory displays of minerals through colors
and timbres.

Mineral Color Timbre
Albite Grand Piano
Quartz Harpsichord
Anorthite Nylon Guitar
Orthoclase Sitar
Magnetite Viola
Enstatite Cello
Ferrosilite Baritone Saxophone
Ilmenite Bassoon
Diopside Accordion
Hedenbergite Shakuhachi

and were matched with dull colors such as grey, olive, and black.
The corresponding minerals were ferrosilite, ilmenite, and diop-
side. Flutes are the only woodwind instruments that do not use
a reed; the musician has to blow in its tone holes across a lip
plate. Flutes like Shakuhachi produce a soft tone; the correspond-
ing color was pink to represent hedenbergite.

Figure 2 shows part of the model in the wireframe. For the
audio-visual mapping, as discussed, each vertex had a timbral rep-
resentation depending on its color. In the figure, grey represented
ferrosilite, and the baritone saxophone was used for the timbral
display. Similarly, magenta represented anorthite, and nylon gui-
tar was used as the corresponding timbre.

Figure 2: Each vertex of the terrain model is assigned color and
timbre.

3.3. User Interface

Each mode (visual and audio-visual) was explored with two inter-
faces: VR controllers and a “Touch” haptic device. In an immer-
sive VE, users put on VR headsets and interacted with the terrain
model with VR controllers and a haptic device. Figure 3 shows the
device setup, different buttons on a VR controller, and the Touch
haptic device handle.

When pressed down, the gripper button in a VR controller
would let users grab a model. Similarly, by default, the first stylus
button of the haptic device was pressed to grab a model in a VE. As
these buttons were released, objects were no longer being grabbed
and left in the scene with the last transformations (i.e., translation
and rotation) before being released in the VE. With VR controllers,
interaction and exploration were performed by casting a ray onto
the model by pressing the controller’s trigger button (Figure 4a).
For the haptic device, as users moved the handle, a cursor in the
VE allowed them to touch and feel virtual objects (Figure 4b).
These are detailed in the implementation section.

Figure 3: (Left) Different user interfaces (UI) for interactions in
a VE and (right) different buttons on a haptic device handle and a
VR controller.

Figure 4: User interaction with a terrain model with different
interfaces: (a) With a VR controller, users cast a ray to interact
with the model. (b) A haptic cursor resembling the handle of the
haptic device directly touches the model.

4. IMPLEMENTATION AND RESULTS

The project used Unity3d for its implementation. The Unity in-
terface provides an easy plug-in for haptic devices so users can
touch and feel virtual objects. Unity’s XR plug-in option allowed
users to explore models in VR. For auditory display, mp3 audio
files were used for timbres from different musical instruments.

With a VR controller in the vision-only mode, the user could
grab the model, move it around the scene, and bring it near or
far to explore it. Users cast a ray onto the model by pressing
the trigger button of the controller. The vertex closest to the ray-
model intersection point is shown in white, and the corresponding
mineral name (Albite) is highlighted on the screen (Figure 5 a).
Users could switch between the original textured model and its
color-coded version by toggling the “Show Materials” button. The
“Show Materials” button turned yellow as the model’s color-coded
version was displayed. This is shown in Figure 5 b. The user
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Figure 5: User interaction with the VR controller: (a) The user interacts with the terrain model with a VR controller (shown as a blue
handle in the scene) by casting a ray in the default visual mode, i.e., the model in its original texture. The corresponding mineral (albite)
on the screen is highlighted. (b) In visual mode, when the “Show Materials” button is turned on, the color-coded version of the model
demonstrating colors for different minerals is shown. (c) The user interacts with the model in the audio-visual mode by turning the “Audio”
button on. The model is shown in its original textured version. The corresponding timbre (sitar) and the mineral name (orthoclase) are
highlighted on the screen. (d) The user interacts with the model in the audio-visual mode with the “Show Materials” button turned on.

toggled between the “visual” and “audio-visual” modes by tog-
gling the “Audio” button. The “Audio” button toggled when the
user cast a ray onto it with the simultaneous press of the trigger
button. The “Audio” button turned yellow when the audio-visual
mode was active. Names of musical instruments producing vary-
ing timbres were displayed beside the mineral names. The mineral
name and corresponding timbre were highlighted as the user in-
teracted with the model. In the figure, orthoclase was highlighted
with sitar. In the audio-visual mode, as a ray was cast onto the
model by pressing the trigger button, the model responded with
the timbre assigned to the closest vertex. The vertex closest to
the ray-model intersection point is shown in white in Figure 5 c.
As the user continued interacting with the model by casting rays,
the model responded with different timbres determined by the ray
model intersection points. In the audio-visual mode, users could
switch between the original textured and color-coded models by
toggling off and on the “Show Materials” button. This is demon-
strated in Figure 5 c and Figure 5 d, respectively.

The virtual workspace was mapped to the device space to in-

teract with the model with a haptic device. This allowed users
to touch virtual objects by moving the device handle. The haptic
cursor resembling the movements of the device handle in the vir-
tual world is shown as a small blue handle in Figure 6 a through
Figure 6 d. Like the VR controller, “Show Materials” and “Au-
dio” buttons could be toggled on and off by touching and pressing
them with the first button on the device handle shown in Figure 3.
The corresponding minerals were highlighted as the haptic cursor
touched the model. In the audio-visual mode, the model responded
with audio feedback as the haptic cursor touched it. Like the VR
controller, the audio feedback was determined by the timbre of the
vertex closest to the haptic cursor. User interactions with the ter-
rain with the haptic device interface for the visual and audio-visual
modes are shown in Figure 6a through Figure 6d.

5. EVALUATION

Eleven sighted individuals aged 20 to 55 volunteered to participate
in the user study. A “Touch” haptic device shown in Figure 3
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Figure 6: User interaction with the haptic device: (a) The user interacts with the terrain model by touching it with the haptic cursor (shown
as a blue handle) in the default visual mode, i.e., the model in its original texture. The corresponding mineral on the screen is highlighted.
(b) In the visual mode, as the “Show Materials” button is turned on, the color-coded version of the model demonstrating colors for different
minerals is shown. (c) The user interacts with the model in the audio-visual mode by turning the “Audio” button on. The model is shown
in its original textured version. The corresponding timbre, along with the mineral name, is highlighted on the screen. (d) The user interacts
with the model in the audio-visual mode with the “Show Materials” button turned on.

and Figure 4 was used for haptic interactions. An Oculus Quest
2 headset was used for the VR integration. All participants were
familiar with VR headsets. Three participants had prior experience
with the “Touch” haptic device interface.

5.1. Study design and procedure

Recent research demonstrated participants stated performing tasks
faster in the audiovisual mode compared to the vision-only option,
though the measured response time was longer in the multimodal
display compared to the vision-only version [11]. Wang et al. [29]
ignored time but incorporated emotion and engagement to charac-
terize the value of visualization. Considering the overall aspect of
multisensory visualization, subjective measures were emphasized.
The following metrics were considered while evaluating the us-
ability with different modes and interfaces: user control, recogni-
tion, consistency, simplicity and aesthetic integrity, and accessibil-
ity (Figure 7) (https://improvement.stanford.edu/
resources/usability-principles). Different evalua-
tion metrics were briefly explained to users. For example, user
control emphasized the interface’s ease of interaction, allowing

users to complete tasks efficiently and comfortably. Hence, users
were asked to choose the option (i.e., the combination of mode and
interface) that worked best for them. Recognition was about ex-
tracting the necessary information during navigation while switch-
ing between interfaces and modes. A consistent interface commu-
nicates clearly and efficiently with users; texts, labels, menus, and
buttons look self-explanatory, clear, and concise. A simple and at-
tractive interface allows users to focus on their work without caus-
ing distractions. Lastly, an accessible interface provides multiple
ways to navigate, interact, and understand the data. Evaluation
metrics were measured using a Likert scale ranging from 1 (poor)
to 5 (excellent).

Subjects were asked to explore the terrain and underlying min-
erals using different interfaces and modes. They were first asked
to gain an overview of the entire dataset before zooming in on dif-
ferent areas. As they zoomed in on a particular mineral, they were
asked to identify neighboring minerals and clusters to find out rela-
tionships among minerals. For example, in our pilot study, quartz
and anorthite, orthoclase and enstatite, diopside and hedenbergite
created several clusters in pairs.

With the VR controller, participants explored the terrain in vi-
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Figure 7: Different evaluation metrics to measure usability for dif-
ferent modes and interfaces.

sual and audio-visual modes by toggling the ‘Audio’ button. They
did the same with the haptic device. The haptic device allowed
them to touch and feel the model; no differences in surface prop-
erties were perceived. Hence, users evaluated different evaluation
metrics for the following modes: (a) VR controller (visual), (b)
VR controller (audio-visual), (c) haptic device (visual), and (d)
haptic device (audio-visual). Here, the independent variable is the
mode, and the dependent variable is the user evaluation score for
different evaluation metrics. Participants put on the Oculus 2 VR
headset for both interfaces. They were briefly introduced to de-
vices and their tasks. Each interface was used separately without
accessing the other. For example, with VR controllers, all interac-
tions with objects or menus were performed with that interface.
Similarly, a haptic device was used to perform the same tasks.
Participants were given 30 minutes to explore the models in dif-
ferent modes. At the end of the study, they completed the Likert
scale-based survey questionnaires. Participants were encouraged
to provide comments and suggestions.

5.2. Results and analysis

Likert scale datasets are considered ordinal or ranked. As the nor-
mality of data was not confirmed for all options in the results,
the non-parametric Friedman test was conducted to determine
significant differences among the four options. Table 2 shows
the Friedman test summary for usability. Here are the Friedman
statistic (�2) and p-value: �2 = 25.48, p = 0.0000122 < 0.0001.
There were significant variations in subjective ratings with differ-
ent modes.

Table 2: Friedman test summary for usability of the application
and interfaces

Friedman statistic P value Kendall’s coeff. Effect size

25.48 0.0000122 0.77 Large

The post hoc comparison was conducted using the Durbin-

Conover pairwise comparison test with Holm corrections. The
user evaluation scores varied significantly with modes. The bar
charts in Figure 8 demonstrate variations in usability scores with
modes. Asterisks in the bar graphs showed significant differences
between modes, i.e., ‘*’ represents p  0.05, ‘**’ represents p 
0.01,‘ ***’ represents p  0.001, ‘ ****’ represents p  0.0001).

The mean value of the usability scores increased in the follow-
ing order: VR controller (visual) (2.27) < VR controller (audio-
visual) (2.82) < Haptic (visual) (4.18) < Haptic (audio-visual)
(4.54).

There were statistically significant differences between the
following modes: VR controller (visual) vs. VR controller (audio-
visual) ( p = 0.04 < 0.05); VR controller (visual) vs. haptic (visual)
( p < 0.0001); VR controller (visual) vs. haptic (audio-visual) ( p
< 0.0001); VR controller (audio-visual) vs. haptic (visual) ( p =
0.00034 < 0.001); VR controller (audio-visual) vs. haptic (audio-
visual) ( p < 0.0001); haptic (visual) vs. haptic (audio-visual) ( p
= 0.04 < 0.05).

The haptic (audio-visual) mode was preferred by most partic-
ipants, followed by haptic (visual). The next preferred mode was
the VR controller in the audio-visual mode. The VR controller in
the visual-only mode was least preferred by participants.

Figure 8: Bar charts comparing evaluation metrics for different
modality options. The asterisks in the bar graphs show significant
differences between modes. (* represents p  0.05, ** represents
p  0.01, *** represents p  0.001, **** represents p  0.0001).

Users preferred the audio-visual modes with both interfaces,
demonstrating statistically significant differences from the visual-
only modes. For centuries, live music has been offered at many
bars, restaurants, and shops to help people relax and cover lulls in
conversation. Audio integration inherently lifted users’ mood and
productivity.

In their research on the emotional response to the value of vi-
sualization, Wang et al. [29] discussed how the sense of touch
closely connected shoppers with items while shopping and moti-
vated them to purchase those items. Affective haptics [33] gener-
ated a sense of touch during remote conversations and established
a closer connection between the parties. In the same way, vir-
tual touch played a crucial role in user interaction with the models
in our approach. Though users preferred the audiovisual mode
with both interfaces, exploring objects with the sense of touch was
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preferred by most users, demonstrating significant statistical dif-
ferences with other mode and interface combinations, i.e., VR-
controller (visual) and VR-Controller (audio-visual).

Here are some representative comments from participants that
complemented the evaluation scores:

“The audio-visual mode transformed the dataset into a

musical instrument! I liked to play it with a haptic device.”

“The haptic device was very responsive and intuitive.”

“I really liked the haptic feedback from the device; it made it

easier to tell what I was touching.”

“The haptic feedback relates to real life when you touch an

object.”

“With the controller, it was hard to tell when I was touching

the surface. ... I think there should be some visual feedback when

the controller is close to the model.”

Participants liked the audio integration in visualization. Here
are some comments about the audio feedback:

“Audio feedback adds to the experience and understanding of

the data.”

“Sounds are distinguishable from each other.”

“Each color and audio being distinct made it better.”

“The audio was good!”

Timbral displays with different musical instruments provided
distinct audio feedback to differentiate the minerals from each
other and enriched the user experience as they interacted with the
data using different interfaces.

6. CONCLUSIONS

In the auditory display, timbres can demonstrate wide variations
in the datasets. Virtual touch enriched the visualization experi-
ence. In the current version, minerals were arbitrarily located on
the model. Future work will incorporate accurate locations of un-
derlying minerals where spatial audio representations will match
the spatially located visual representations of minerals. Color
brightness and sound cues will be synchronized to demonstrate the
ranking of minerals in addition to their presence. Hybrid timbres
lying between several musical instruments will be experimented
with to demonstrate variations of a mineral within a particular area
[34, 35]. In addition, some standard methods for auditory display
(i.e., NASA-TLX, BUZZ, and PAMPAS) [36, 37, 38] will be ex-
plored.

Participants’ feedback will be incorporated into the software
design. Some visual cues will be added to the scene as the con-
troller touches a model. The proposed approach will investigate
applications such as topological differences, contour maps, and
more. The scope of participants will be broadened to get diverse
feedback. As part of it, the blind and visually impaired (BVI) will
be included in the usability study.
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